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Research topic

The research project falls into the broad theme of performing decentralized learning over graphs. It
recognizes that, in recent years, engineering systems are witnessing an increasing ability to collect
data in a decentralized and streamed manner. The focus will be on designing a decentralized approach
where devices are collecting data in a continuous manner. The project also recognizes that modern
machine learning applications (where large volumes of training data are generated continuously by
a massive number of heterogeneous devices) have several key properties that differentiate them from
standard distributed inference applications. A particular focus will be given to developing and
studying an approach for decentralized learning in statistical heterogeneous settings in the presence
of heterogeneous system devices. The emphasis will specifically be on illustrating the interest of the
proposed approach in machine learning frameworks using publicly available datasets.

Missions and responsibilities
The successful candidate will be required to perform (assist with) the following tasks:

e literature review (decentralized and federated learning in statistical heterogeneous settings);

e develop an approach for decentralized learning in statistical heterogeneous settings in the
presence of heterogeneous system devices;

e apply the approach to synthetic and real machine learning data;

e compare the approach to state-of-the-art methods;

e write the final report or the master’ thesis.

Research work extension

The expertise developed within this project will allow to extend and propose new methods for
decentralized learning in the context of a PhD that will start in September 2023 and that will be
funded by the ANR JCJC CEDRO project. Further information can be found on:
https://roulanassif.github.io/projects/.

Applicant profile
The candidate:

e must be a master 2 student or an engineering student in the final year;

e must have a strong background in machine learning as well as good knowledge in signal
processing, linear algebra, inverse problems (regularization), and convex optimization;

e must have a good programming experience (Matlab or Python);

e high level of written/spoken English.



Application

Applicants are invited to send their application files by email to roula.nassif@i3s.unice.fr. The
application file must include a detailed CV, a cover letter and the grade transcripts.
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